
On the continuous limit of integrable lattices III. Kupershmidt systems and  KdV

theories

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

1998 J. Phys. A: Math. Gen. 31 2727

(http://iopscience.iop.org/0305-4470/31/11/018)

Download details:

IP Address: 171.66.16.121

The article was downloaded on 02/06/2010 at 06:28

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0305-4470/31/11
http://iopscience.iop.org/0305-4470
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys. A: Math. Gen.31 (1998) 2727–2746. Printed in the UK PII: S0305-4470(98)86477-9

On the continuous limit of integrable lattices III.
Kupershmidt systems andsl(N + 1) KdV theories

Carlo Morosi†§ and Livio Pizzocchero‡‖
† Dipartimento di Matematica, Politecnico di Milano, P.za L. da Vinci 32, I-20133 Milano, Italy
‡ Dipartimento di Matematica, Università di Milano, Via C. Saldini 50, I-20133 Milano, Italy
and Istituto Nazionale di Fisica Nucleare, Sezione di Milano, Italy

Received 31 July 1997

Abstract. We discuss the connection between the zero-spacing limit of theN fields
Kupershmidt lattice and the KdV-type theory corresponding to the Lie algebrasl(N + 1). The
caseN = 2 is worked out in detail, recovering from the limit process the Boussinesq theory
with its infinitely many commuting vector fields, their Lax pairs and Hamiltonian formulations.
The ‘recombination method’ proposed here to derive the Boussinesq hierarchy from the limit of
theN = 2 Kupershmidt system works, in principle, for arbitraryN .

1. Introduction

In this paper we conclude an analysis of the relations between certain integrable lattices and
the KdV-type theories.

In [1] we have considered a class of lattices, referred to asVolterra systems; in the
‘interpolated version’, which is the starting point for the continuous limit, the phase space
of the N -fields Volterra (VN ) system is a set ofN -tuplesA = (a1, . . . , aN), where each
elementap is a real smooth function of a continuous variablex. The Lax operator is

Lε(A) = 1

2

N∑
p=1

(ap1(2p−1)ε + ap[(−2p+1)ε]1(−2p+1)ε). (1.1)

Here, for each displacementη and each functionf of x, we indicate withf[η] the shifted
functionx 7→ f (x+η) (so the notationap[η] stands for the functionx 7→ ap(x+η)). Also,
we denote with1η the shift operator sending any functionf into f[η] . All the shifts η
considered in equation (1.1) are integer multiples of a fundamental shiftε, representing the
lattice spacing.

The limit ε 7→ 0, in which (1ε − 1)/ε 7→ ∂x , has been analysed in [1]; in this way,
a strict relation has been pointed out between theVN system and a KdV-type theory in
N fields. This limiting KdV theory in the fieldsu = (u1, . . . , uN) is associated (in the
Drinfeld–Sokolov sense [2]) to the Lie algebrasp(N), and rests on the Lax operator

Lsp(N)(u) := ∂2N + 1

2

N∑
l=1

(ul∂
2N−2l + ∂2N−2lul). (1.2)
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In the caseN = 2, the main structures describing the integrability of thesp(2) KdV (Lax
pairs, Hamiltonian structure, hierarchies of conserved functionals and commuting vector
fields) have been fully reconstructed from theε 7→ 0 limit of homologousV2 objects. The
limit process for the caseN = 1 had also been analysed in [3]; theV1 theory is well known
in the literature on integrable lattices as the Kac–Moerbeke system [4], and its zero-spacing
limit is the ordinary KdV theory.

In the present paper we analyse along the same lines another class of integrable
lattices, introduced in [5], to which we refer as theN -fields Kupershmidt (orKN ) systems
(N = 1, 2, 3, . . .). Working directly in the interpolated version, we can describe theKN
phase space as a set ofN -tuplesα = (α1, . . . , αN); eachαk is a real smooth function of the
variablex, ranging over the torusT := R/Z. The Lax operator, depending on the lattice
spacingε, is

Lε(α) = 1ε +
N∑
k=1

α2k−11(−2k+1)ε . (1.3)

This operator gives rise to a hierarchy of infinitely many commuting vector fields, which
are Hamiltonian with respect to a quadratic Poisson tensor (this could be interpreted as the
reduction of a conveniently defined quadraticR-matrix Poisson tensor on the algebra of
differential-difference operators).

If N = 1, the corresponding theory is equivalent to that based on the symmetric operator
(1.1); in our terminology, theK1 and V1 systems are two isomorphic realizations of the
Kac–Moerbeke theory. In contrast, theVN andKN systems are essentially different for
N > 1.

Such a difference can also be traced back by considering theε 7→ 0 limit. It was
proved in [5] that the limit of theKN Lax operator under a suitable field rescaling
α 7→ u = (u1, . . . , uN) is

L(u) = ∂xN+1+
N∑
k=1

uk∂x
N−k. (1.4)

This is the Lax operator of the KdV-type (or Gelfand–Dickey) theory corresponding to the
Lie algebrasl(N + 1), namely the ordinary KdV forN = 1, the Boussinesq theory for
N = 2, etc.

In spite of these results on the limit of theKN Lax operator (1.3), it is still worth
discussing theε 7→ 0 procedure, so as to reconstruct the full structure characterizing the
integrability of the limiting KdV-type theory. In particular, it is of interest to recover its
infinitely many commuting vector fields (a topic not discussed in [5]) with the associated
Lax pairs and Hamiltonian formulations.

In this paper we illustrate a method to carry on this program. The proposed approach
will be worked in detail for the Boussinesq caseN = 2; the caseN = 1 will be employed
to introduce the main technique, and the caseN = 3 will also be considered in relation
with the Poisson tensor. A distinguished feature of these constructions is the necessity to
recombine linearly the vector fields of the hierarchy, the Hamiltonian functions and the
companions of the Lax operator in order to recover the corresponding KdV-type structures
for ε 7→ 0; the constant coefficients appearing in these linear combinations are determined
algorithmically.

The algorithm employed here is different from the recursive one proposed in [6] for
recombining the vector fields in theN = 1 case (and independently developed in [3],
starting from theV1 Lax operator). This iterative method is based on theε 7→ 0 limit of



On the continuous limit of integrable lattices III 2729

the biHamiltonian recursion relations; its extension from theK1 to the generalKN system
is not possible, because only one (local) Hamiltonian structure is known forN > 1.

To overcome this difficulty, we will give alternative characterizations of the
recombination coefficients, namedCs conditions (for better clarity,C(1)s for the N = 1
theory,C(2)s for N = 2, etc); these conditions rest on theε-expansion of the Kupershmidt
Lax pairs and Hamiltonian functions at a particular point of the phase space. A compatibility
argument allows us to characterize the global behaviour of the recombined objects on the
grounds of theCs prescriptions at the particular point; in this way the recombination
problem, living in principle in a functional space, is reduced to the solution of a linear
system in a finite number of numerical unknowns. A similar idea was employed in [1] for
theVN systems.

The paper is organized as follows. In section 2 we use theK1 (or Kac–Moerbeke)
system to exemplify theC(1)s method. In section 3 we work in detail theK2 system and
recover the Boussinesq theory in theε 7→ 0 limit; the main theorem on the recombination
scheme (proposition 3.3), which justifies theC(2)s algorithm, is proved in section 4. In
section 5 we briefly discuss theKN system forN arbitrary, and show by direct computation
that theN = 3 Poisson tensor gives, in theε 7→ 0 limit, the Poisson structure of the
sl(4) KdV-type theory. Even though the framework in which we work is well defined
on purely theoretical grounds, the explicit constructions require considerable effort from
the computational viewpoint; therefore, many have been realized using theMathematica
package.

2. TheK1 system and its continuous limit

Our description of this system and its continuous limit will be concise, because this topic
has already been considered in the two known formulations, both with a Kupershmidt-type
Lax operator [6] and with a symmetric one [1, 3]. From the viewpoint of the present work,
this system is theN = 1 case of the KupershmidtN -fields theory; we briefly discuss it here
to make the paper self-contained. In comparison with [6], we add some facts concerning
the continuous limit of the Hamiltonians and the companions of the Lax operator.

The Lax pairs and the Hamiltonian formulation of theK1 hierarchy are summarized in
table 1. We denote withA the phase space of the system, each point of which is a smooth
functionα = α(x).

In the definition ofAεs given in the table, the subscript+ denotes the projection on
the shift operators of non-negative order; the trace tr of a differential-shift operator is the
integral overx of the zero-order term in the shift†; this notation will also be employed in
the rest of the paper.

The Poisson tensor, the vector fields and the Hamiltonians reported in table 1 coincide
exactly (also in the normalizations) with the homologous objects of [1]; these were
expressed in terms of another field variablea, related to the present one byα = 1

4a
2
[−ε] .

With appropriate specifications, one could show that this transformation sets up a gauge
equivalence between the symmetric Lax operator considered in [1] and the Kupershmidt-
type operator employed here.

As for the KdV theory, we adopt all the notation and normalization conventions

† More precisely, consider an operatorG :=∑p gp1pε , where the indexp ranges over the relative integers and
each coefficient is a smooth functiongp(x). Then, by definition,

G+ :=
∑
p>0

gp1pε trG :=
∫

dx g0(x).
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Table 1. TheK1 (or Kac–Moerbeke) system.

Lax formulation for thesth vector fieldXεs : dLε/dts = [Aεs , L
ε ]

Lε(α) := 1ε + α1−ε Aεs (α) := 1
2(L

ε)2s+ (α) (s = 0, 1, 2, . . . .).

Poisson tensor at a pointα : Qε
α : T ∗αA→ TαA

Qε
α = 1

2(αα[ε]1ε − αα[−ε]1−ε).

Hamiltonian formulation: Xεs = Qε df εs (s = 0, 1, 2, . . .).

Hamiltonian functions:

f ε0 (α) := 1

2

∫
dx logα f εs (α) := 1

2s
tr(Lε)2s (α) (s = 1, 2, 3, . . .).

First companions of the Lax operator:

Aε0(α) = 1
2

Aε1(α) = 1
212ε + 1

2(α + α[ε])

Aε2(α) = 1
214ε + 1

2(α + α[2ε] + α[3ε] + α[ε])12ε + 1
2(α

2 + αα[−ε] + 2αα[ε] + α[2ε]α[ε] + α2
[ε])

Aε3(α) := 1
216ε + 1

2(α + α[5ε] + α[2ε] + α[4ε] + α[3ε] + α[ε])14ε

+ 1
2(α

2 + αα[2ε] + α2
[2ε] + αα[−ε] + αα[3ε] + 2α[2ε]α[3ε]

+ α[4ε]α[3ε] + α2
[3ε] + 2αα[ε] + 2α[2ε]α[ε] + α[3ε]α[ε] + α2

[ε])12ε

+ 1
2(α

3 + 2α2α[−ε] + αα[−2ε]α[−ε] + αα2
[−ε] + 3α2α[ε] + 2αα[2ε]α[ε]

+ α2
[2ε]α[ε] + 2αα[−ε]α[ε] + α[2ε]α[3ε]α[ε] + 3αα2

[ε] + 2α[2ε]α
2
[ε] + α3

[ε]).

First Hamiltonians afterf ε0 :

f ε1 (α) =
∫

dxα

f ε2 (α) =
1

2

∫
dx(α2 + 2αα[ε])

f ε3 (α) =
1

3

∫
dx(α3 + 3α2α[ε] + 3αα2

[ε] + 3αα[ε]α[2ε]).

First vector fields:

Xε0(α) = 0

Xε1(α) = 1
2α(α[ε] − α[−ε])

Xε2(α) = 1
2α(−αα[−ε] − α[−2ε]α[−ε] − α2

[−ε] + αα[ε] + α[2ε]α[ε] + α2
[ε])

Xε3(α) = 1
2α(−α2α[−ε] − αα[−2ε]α[−ε] − α2

[−2ε]α[−ε] − α[−2ε]α[−3ε]α[−ε] − 2αα2
[−ε] − 2α[−2ε]α

2
[−ε] − α3

[−ε]

+ α2α[ε] + αα[2ε]α[ε] + α2
[2ε]α[ε] + α[2ε]α[3ε]α[ε] + 2αα2

[ε] + 2α[2ε]α
2
[ε] + α3

[ε]).

of [1, 3]. In particularU denotes the phase space of the theory, each point of which
is a smooth functionu = u(x); the Hamiltonians of the hierarchy are the functionals
hKdV
s (u) := (4s/(2s + 1))Tr(LKdV)s+

1
2 (u), and the companions ofLKdV(u) = ∂xx + u

are the operatorsBKdV
s (u) := 4s−1(LKdV)

s− 1
2+ (u) (s = 0, 1, 2, . . .), etc. Of course, when

speaking of any KdV-type theory we denote with+ the projection on non-negative powers
of ∂x , and with Tr the well known Adler trace for pseudo-differential operators.

Now, following [5], we introduce the transformation

2ε : U → A u 7→ α = 1+ ε2u (2.1)

and employ it to pull back to the phase spaceU the geometrical structures and the Lax
scheme of theK1 system living onA. Let us consider, in particular, the Lax operator

Lε(u) := Lε(α)|α=1+ε2u (2.2)
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and the pull backQε
u of the Poisson tensor. Then, in theε 7→ 0 limit, we obtain

Lε(u) = 2+ ε2(∂xx + u)+O(ε3) = 2+ ε2LKdV(u)+O(ε3) (2.3)

Qε
u =

1

ε3
∂x +O

(
1

ε2

)
= 1

ε3
QKdV(u)+O

(
1

ε2

)
. (2.4)

TheK1 system also possesses a second Poisson tensor, and a recombination of the latter
with Qε produces in theε 7→ 0 limit the second KdV Poisson tensor; we give no more
details about this fact, falling outside the purposes of the present paper.

All the Hamiltonians, the vector fields and the companion operators of KdV theory
can be obtained as continuous limits of homologousK1 objects. The main point in this
construction is that theK1 objects must be conveniently recombined before sendingε to
zero; as observed in the introduction, the numerical coefficients of these recombinations
could be determined recursively with the methods described in [6], but a different approach
will be preferred here, which is more suitable for the extension to theKN systems with
N > 1. Let us start with the following.

Definition 2.1. Let z be an indeterminate, and

λ(z) := z+ 1

z
. (2.5)

For s = 1, 2, 3, . . . we will put

qs(z) := 1
2(λ

2s(z))+ (2.6)

the subscript+ denoting the projection on the non-negative powers ofz. Also, we will put

p0(ε) := 1

2
ε2 ps(ε) := 1

2s

(
2s

s

)
(1+ sε2) (s = 1, 2, 3, . . .). (2.7)

In order to make the motivation for the previous definition clear, let us consider theK1

Lax operator and its companions at the pointu = 0 of the spaceU (corresponding toα = 1
in equation (2.1)); it is easily found that

(Lε)s(0) = λs(1ε) Aεs (0) = qs(1ε). (2.8)

Furthermore, let us evaluate theK1 Hamiltonians atu = constant= 1 (i.e.α = 1+ ε2); the
traces appearing in their definition are easily computed, and it is found that

f ε0 (1) = 1
2 log(1+ ε2) = p0(ε)+O(ε3) (2.9)

f εs (1) =
1

2s

(
2s

s

)
(1+ ε2)s = ps(ε)+O(ε3) (s = 1, 2, 3 . . .) (2.10)

so the polynomialsp0(ε), p1(ε), . . . turn out to be second-order expansions of the
Hamiltonians atu = 1.

Definition 2.2. Let s ∈ {0, 1, 2, . . .} be a fixed integer; consider two systems of coefficients
(csj )j=−1,...,s and (dsj )j=0,...,s−1 (intending the second one to be empty ifs = 0). These
coefficients are said to satisfy theC(1)s conditions if the following holds:

s = 0:

c0,−1+ c00p0(ε) = 1
2ε

2 (2.11)

s > 1:
s∑

j=1

csj qj (e
ε)+

s−1∑
j=0

dsjλ
j (eε) = 4s−1ε2s−1+O(ε2s) (2.12)
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and

cs,−1+
s∑

j=0

csjpj (ε) = 0. (2.13)

The superscript(1) in C(1)s marks the relations between the above prescriptions and the
K1 system, as already explained in the introduction. (For avoiding too many indexes, this
superscript has been omitted in the coefficientscsj , dsj .)

For s = 1, 2, 3, . . . , theC(1)s conditions (2.12) and (2.13) give rise to a system of 2s+2
linear, algebraic equations in the 2s + 2 unknownscsj anddsj ; the equations are obtained
by equating the coefficients of 1,ε, ε2, . . . , ε2s−1 in the two sides of equation (2.12), and
setting to zero the coefficients of 1 andε2 in the left-hand side of equation (2.13).

For a given integers, let us consider a system of coefficients satisfying theC(1)s
conditions, and employ them to construct the linear combinations of operators, vector fields
and Hamiltonians according to the following prescriptions:

Bεs :=
s∑

j=1

csjA
ε
j +

s−1∑
j=0

dsj (L
ε)j (2.14)

Zεs :=
s∑

j=1

csjX
ε
j (2.15)

hεs := cs,−1+
s∑

j=0

csjf
ε
j (2.16)

(intendingBε0 := 0, Zε0 := 0). We can regard these objects to be defined on either theA or
theU phase space, thanks to the one-to-one correspondence (2.1). Let us work, in particular,
onU , and perform expansions in powers ofε; where a shift operator1kε occurs, we replace
it with the expansion ofekε∂ . With these prescriptions, the recombinations (2.14)–(2.16)
give rise to power series inε; the coefficients are differential operators in the case ofAεs
and differential polynomials (inu) in the case ofZεs . In the case ofhεs , each coefficient of
the ε-expansion also involves a differential polynomial, integrated overx.

Let us return to theC(1)s conditions, and interpret them from the viewpoint of these
expansions. Fors > 1, comparing equation (2.8) with (2.12) (and replacing formallyε
with ε∂), we see that (2.12) meansBεs (0) = 4s−1ε2s−1∂2s−1 + O(ε2s); on the other hand,
4s−1∂2s−1 is just thesth KdV companion operator atu = 0, so we can write

Bεs (0) = ε2s−1BKdV
s (0)+O(ε2s). (2.17)

As for the secondC(1)s condition (2.13), by comparison with (2.9), (2.10) and (2.16) we see
that it amounts to the prescription

hεs (1) = O(ε3) (2.18)

for the recombined Hamiltonian.
Finally, equation (2.11) means

hε0(1) = 1
2ε

2 = ε2hKdV
0 (1). (2.19)

Even though equations (2.17)–(2.19) simply involve the behaviour of the recombinedK1

operators and Hamiltonians at a particular point of the phase spaceU , they allow us to infer
the following, much stronger statement.
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Proposition 2.3. Let s ∈ {0, 1, 2, . . .} be a fixed integer, and consider the recombinations
(2.14)–(2.16), with coefficients satisfying theC(1)s conditions. Thenat each pointu ∈ U it
is

Bεs (u) = ε2s−1BKdV
s (u)+O(ε2s) (2.20)

Zεs (u) = ε2s−1ZKdV
s (u)+O(ε2s) (2.21)

hεs (u) = ε2s+2hKdV
s (u)+O(ε2s+3). (2.22)

The proof of these statements is omitted for brevity; it is similar to the (even more
technical) proof of proposition 3.3, given explicitly in section 4 for theK2 system.

Let us illustrate the recombination schemes fors = 0, 1, 2, 3, depending on

q1(z) = 1+ 1
2z

2 q2(z) = 3+ 2z2+ 1
2z

4 q3(z) = 10+ 15
2 z

2+ 3z4+ 1
2z

6 (2.23)

λ2(z) = z2+ 2+ 1

z2
λ3(z) = z3+ 3z+ 3

z
+ 1

z3
(2.24)

and

p0(ε) = 1
2ε

2 p1(ε) = 1+ ε2 p2(ε) = 3
2 + 3ε2 p3(ε) = 10

3 + 10ε2. (2.25)

Equation (2.11) has the unique solution

c0,−1 = 0 c00 = 1. (2.26)

For s = 1, 2, 3 equations (2.12) and (2.13) have unique solutions, given respectively by

c1,−1 = −1 c10 = −2 c11 = 1 d10 = − 3
2 (2.27)

c2,−1 = − 9
2 c20 = 6 c21 = −6 c22 = 1 d20 = 15

2 d21 = −2 (2.28)

c3,−1 = − 55
3 c30 = −20 c31 = 30 c32 = −10 c33 = 1

d30 = −45 d31 = 32 d32 = − 15
2 . (2.29)

The recombinations (2.14)–(2.16) with these coefficients behave as foreseen by
proposition 2.3; for example, let us consider the cases = 3 in which

Bε3 = 30Aε1− 10Aε2+ Aε3− 45+ 32Lε − 15
2 (L

ε)2 (2.30)

Zε3 = 30Xε1 − 10Xε2 +Xε3 (2.31)

hε3 = − 55
3 − 20f ε0 + 30f ε1 − 10f ε2 + f ε3 . (2.32)

Starting from table 1, one can apply the transformation (2.1) to the above recombinations
and expand inε; to the lowest orders, it is found

Bε3(u) = 16ε5[∂xxxxx + 5
2u∂xxx + 15

4 ux∂xx + 5
8(5uxx + 3u2)∂x + 15

16(uxxx + 2uux)] +O(ε6)

= ε5BKdV
3 (u)+O(ε6) (2.33)

Zε3(u) = ε5(uxxxxx + 10uuxxx + 20uxuxx + 30u2ux)+O(ε6) = ε5ZKdV
3 (u)+O(ε6) (2.34)

hε3(u) =
1

2
ε8
∫

dx (5u4− 10uu2
x + u2

xx)+O(ε9) = ε8hKdV
3 (u)+O(ε9). (2.35)
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Table 2. K2 system.

Lax formulation for thesth vector fieldXεs : dLε/dts = [AεsL
ε ]

Lε(α) := 1ε + α1−ε + ρ1−3ε Aεs (α) := 1
3(L

ε)2s+ (α) (s = 0, 1, 2, . . . .).

Poisson tensor at a pointα: Qε
α : T ∗αA→ TαA(

α̇

ρ̇

)
= 1

3

(
Qε
αα Qε

αρ

Qε
ρα Qε

ρρ

)(
δα

δρ

)
Qε
αα := ρ[2ε]12ε + αα[ε]1ε − αα[−ε]1−ε − ρ1−2ε

Qε
αρ := αρ[3ε]13ε + αρ[2ε]12ε − αρ − αρ[−ε]1−ε

Qε
ρα := α[ε]ρ1ε + αρ − α[−2ε]ρ1−2ε − α[−3ε]ρ1−3ε

Qε
ρρ := ρρ[3ε]13ε + ρρ[2ε]12ε + ρρ[ε]1ε − ρρ[−ε]1−ε − ρρ[−2ε]1−2ε − ρρ[−3ε]1−3ε .

Hamiltonian formulation: Xεs = Qε df εs (s = 0, 1, 2, . . .).

Hamiltonian functions:

f ε0 (α) := 1

2

∫
dx log(−3ρ) f εs (α) := 1

2s
tr(Lε)2s (α) (s = 1, 2, 3, . . .).

First companions of the Lax operator:

Aε0(α) = 1
3

Aε1(α) = 1
312ε + 1

3(α + α[ε])

Aε2(α) = 1
314ε + 1

3(α + α[2ε] + α[3ε] + α[ε])12ε

+ 1
3(α

2 + αα[−ε] + 2αα[ε] + α[2ε]α[ε] + α2
[ε] + ρ + ρ[2ε] + ρ[3ε] + ρ[ε])

Aε3(α) = 1
316ε + 1

3(α + α[5ε] + α[2ε] + α[4ε] + α[3ε] + α[ε])14ε

+ 1
3(α

2+αα[2ε]+α2
[2ε]+αα[−ε]+αα[3ε]+2α[2ε]α[3ε]+α[4ε]α[3ε]+α2

[3ε] + 2αα[ε]

+ 2α[2ε]α[ε] + α[3ε]α[ε] + α2
[ε] + ρ + ρ[5ε] + ρ[2ε] + ρ[4ε] + ρ[3ε] + ρ[ε])12ε

+ 1
3(α

3 + 2α2α[−ε] + αα2
[−ε] + 3α2α[ε] + 2αα[2ε]α[ε] + α2

[2ε]α[ε]

+ 2αα[−ε]α[ε]+α[2ε]α[3ε]α[ε]+3αα2
[ε]+2α[2ε]α

2
[ε]+α3

[ε]+2αρ + α[−ε]ρ+2α[ε]ρ

+ 2αρ[2ε] + α[2ε]ρ[2ε] + α[−ε]ρ[2ε] + α[3ε]ρ[2ε] + 2α[ε]ρ[2ε] + αρ[−ε] + α[ε]ρ[4ε]

+ 2αρ[3ε] + α[2ε]ρ[3ε] + α[4ε]ρ[3ε] + α[3ε]ρ[3ε] + 2α[ε]ρ[3ε] + 2αρ[ε] + α[2ε]ρ[ε]

+ α[−ε]ρ[ε] + 2α[ε]ρ[ε] + ρα[−3ε] + αα[−ε]α[−2ε] + ρα[−2ε] + ρ[ε]α[−2ε]).

First Hamiltonians afterf ε0 :

f ε1 (α) =
∫

dx α

f ε2 (α) =
1

2

∫
dx(α2 + 2αα[ε] + 2ρ)

f ε3 (α) =
1

3

∫
dx(α3 + 3α2α[ε] + 3αα2

[ε] + 3αα[ε]α[2ε] + 3αρ + 3α[ε]ρ + 3αρ[ε] + 3αρ[2ε] + 3αρ[3ε]).

First vector fields:

Xεs (α) =
1

3

(
Xεs,α(α)

Xεs,ρ(α)

)
where, fors = 0, 1, 2, 3:

Xε0,α(α) := 0 Xε0,ρ (α) := 0

Xε1,α(α) := −αα[−ε] + αα[ε] − ρ + ρ[2ε]

Xε1,ρ (α) := αρ − α[−2ε]ρ − α[−3ε]ρ + α[ε]ρ

Xε2,α(α) := −α2α[−ε] − αα[−2ε]α[−ε] − αα2
[−ε] + α2α[ε] + αα[2ε]α[ε] + αα2

[ε] − αρ − α[−2ε]ρ − α[−3ε]ρ − α[−ε]ρ

+ αρ[2ε] + α[2ε]ρ[2ε] + α[3ε]ρ[2ε] + α[ε]ρ[2ε] − αρ[−ε] + αρ[3ε]

Xε2,ρ (α) := α2ρ − α2
[−2ε]ρ − 2α[−2ε]α[−3ε]ρ − α[−4ε]α[−3ε]ρ − α2

[−3ε]ρ + αα[−ε]ρ − α[−2ε]α[−ε]ρ + 2αα[ε]ρ

+ α[2ε]α[ε]ρ + α2
[ε]ρ + ρρ[2ε] − ρρ[−2ε] − ρρ[−3ε] − ρρ[−ε] + ρρ[3ε] + ρρ[ε]
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Table 2. (Continued)

Xε3,α(α) := Qε
αα(δα)+Qε

αρ(δρ)

Xε3,ρ (α) := Qε
ρα(δα)+Qε

ρρ(δρ)

with
δα := α2 + 2αα[ε] + α2

[−ε] + α2
[ε] + 2α[−ε]α + α[ε]α[2ε] + α[−ε]α[ε] + α[−2ε]α[−ε]+ρ + ρ[−ε] + ρ[ε]+ρ[2ε] + ρ[3ε]

δρ := α + α[ε] + α[−ε] + α[−2ε] + α[−3ε]

(these are the components of df ε3 ).

3. TheK2 system and Boussinesq theory

The main facts about theK2 system are described in table 2. The interpolated version of
this system is a theory in two field variablesα1 := α andα2 := ρ. The phase spaceA is a
set of such pairsα = (α, ρ); at each point the tangent and cotangent spacesTαA andT ∗αA
are represented as sets of pairs

.
α = (α̇, ρ̇) andδα = (δα, δρ), with the duality form

〈δα, .α〉 :=
∫

dx (δαα̇ + δρρ̇). (3.1)

Table 2 reports the Lax formulation, the Poisson structure and the explicit expressions of
the first elements in the associated hierarchy.

Concerning the Boussinesq theory in the field variablesu1 := u, u2 := v, we collect
hereafter the basic elements, mainly in order to fix some notational standards. We denote
with U the phase space, whose points are pairsu = (u, v); with our notation, the familiar
Boussinesq equationuττ + 1

3uxxxx + 2
3(u

2)xx = 0 arises from the evolution equation
corresponding to the vector fieldZBou

3 .
In order to connect the theories described in tables 2 and 3, let us consider the

transformation2ε : U → a, u = (u, v) 7→ α = (α, ρ), where

α = 2+ 2
3ε

2u

ρ = − 1
3 − 2

3ε
2u+ 4

3ε
3v. (3.2)

This is the specialization to the caseN = 2 of the general transformation introduced in [5],
in order to obtain thesl(N + 1) Lax operator from the limit of theKN Lax operator. In
fact, setting

Lε(u) := Lε(α)|α=2ε(u) (3.3)

one easily finds, in theε 7→ 0 limit,

Lε(u) = 8
3 + 4

3ε
3(∂xxx + u∂x + v)+O(ε4) = 8

3 + 4
3ε

3LBou(u)+O(ε4). (3.4)

Now, let us go on in the analysis of theε 7→ 0 limit, and employ the transformation2ε to
pull back ontoU the Poisson tensor of table 2; in this way we obtain, at each pointu, the
Poisson tensor

Qε
u := (Tu2ε)−1Qε

α|α=2ε(u)(T ∗u2ε)−1. (3.5)

The above formula contains the inverses of the tangent and cotangent mapsTu2
ε : TuU →

TαA andT ∗u2
ε : T ∗αA→ T ∗uU ; explicit computations give

Qε
u =

(
3/2ε2 0

3/4ε3 3/4ε3

)( 1
3Q

ε
αα

1
3Q

ε
αρ

1
3Q

ε
ρα

1
3Q

ε
ρρ

)(
3/2ε2 3/4ε3

0 3/4ε3

)
(3.6)
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Table 3. Boussinesq theory.

Lax formulation for thesth vector fieldZBou
s : dLBou/dτs = [BBou

s , LBou]

LBou(u) := ∂xxx + u∂x + v BBou
s := 3[s/2]−1(LBou)

1
3 [3s/2]− 2

3+ (s = 0, 1, 2, . . . .).

(of course, [.] stands for the integer part).

Poisson tensor at a pointu: QBou
u : T ∗uU → TuU(

u̇

v̇

)
= 1

3

(
0 ∂x

∂x 0

)(
δu

δv

)
.

Hamiltonian formulation: ZBou
s = QBou dhBou

s (s = 0, 1, 2, . . .).

Hamiltonian functions:

hBou
s (u) := 3[s/2]+1

[3s/2]+1 Tr(LBou)(u)
1
3 [3s/2]+ 1

3 .

First non-zero companions of the Lax operator:

BBou
2 (u) = ∂x
BBou

3 (u) := ∂xx + 2
3u.

First Hamiltonians:

hBou
0 (u) =

∫
dxu

hBou
1 (u) =

∫
dxv

hBou
2 (u) =

∫
dxuv

hBou
3 (u) = 1

9

∫
dx(−u3 + 9v2 − 9uxv + 3u2

x)

hBou
4 (u) = 1

9

∫
dx(−u4 + 9uux

2 − 3uxx
2 − 18uuxv − 9uxxxv + 18uv2 − 9vx

2).

First non-zero vector fields:

ZBou
2 (u) =

(
ux

vx

)
ZBou

3 (u) =
( −uxx + 2vx

− 2
3uxxx − 2

3uux + vxx

)
.

where Qε
αα, etc are the matrix elements reported in table 2, withα and ρ given by

equation (3.2). Theε-expansion of this tensor gives

Qε
u =

1

3ε4

(
0 ∂x

∂x 0

)
+O

(
1

ε3

)
= 1

ε4
QBou
u +O

(
1

ε3

)
. (3.7)

In order to obtain (forε 7→ 0) the Hamiltonians, the vector fields and the companion
operators of the Boussinesq theory, we recombine the homologous objects of theK2 system
with the method already described in the previous section for the caseN = 1.

Definition 3.1. Let z be an indeterminate, and

λ(z) := z+ 2

z
− 1

3z3
µ(z) := 2

3z
− 2

3z3
. (3.8)

For s = 1, 2, 3, . . . , we will put

qs(z) := 1
3(λ

2s(z))+ (3.9)
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and

ps(ε) := 1

2s
rem(λ2s(z))+ rem(µ(z)λ2s−1(z))ε2+ rem

(
4λ2s−1(z)

3z3

)
ε3 (3.10)

where the ‘reminder’ rem is the coefficient of the zero-order term inz. Also, we will put

p0(ε) := ε2− 2ε3. (3.11)

Let us consider the Lax operator for the Kupershmidt system and its companions, evaluated
at u = v = 0 (i.e. α = 2, ρ = −1

3 according to equation (3.2)); with the notation just
defined, we can write

(Lε)s(0, 0) = λs(1ε) Aεs (0, 0) = qs(1ε). (3.12)

The cubic polynomials in equation (3.10) and (3.11) are obtained by evaluating theK2

Hamiltonians atu = v = 1 (i.e. α = 2+ 2
3ε

2, ρ = − 1
3 − 2

3ε
2 + 4

3ε
3) and expanding up to

order three inε:

f εs (1, 1) = ps(ε)+O(ε4) (s = 0, 1, 2, . . .). (3.13)

In order to prove this statement we observe that, writingz in place of1ε , for s = 1, 2, 3, . . .
we have

f εs (1, 1) = 1

2s
rem

(
λ(z)+ µ(z)ε2+ 4

3z3
ε3

)2s

. (3.14)

However,(
λ(z)+ µ(z)ε2+ 4

3z3
ε3

)2s

= λ2s(z)+ 2sµ(z)λ2s−1(z)ε2+ 8sλ2s−1(z)

3z3
ε3+O(ε4) (3.15)

and so, taking the reminder, we obtain equation (3.13); the validity of this equation for
s = 0 can also be checked easily.

The recombination rules in which we are interested are based on the following.

Definition 3.2. Let s ∈ {0, 1, 2, . . .} be a given integer, and consider two systems of
coefficients(csj )j=−1,...,s and (dsj )j=0,...,[s/2]−1 (intending the second one to be empty if
s = 0 or s = 1). These coefficients are said to satisfy theC(2)s conditions if the following
holds:

s = 0:

c0,−1+ c00p0(ε) = ε2+O(ε3) (3.16)

s = 1:

c1,−1+ c10p0(ε)+ c11p1(ε) = ε3 (3.17)

s > 2:
s∑

j=1

csj qj (e
ε)+

[s/2]−1∑
j=0

dsjλ
j (eε) = 3[s/2]−1ε[3s/2]−2+O(ε[3s/2]−1) (3.18)

and

cs,−1+
s∑

j=0

csjpj (ε) = 0. (3.19)
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For each integers, theC(2)s conditions correspond to a system of as many equations as
the unknown coefficients. This is clear fors = 0 and 1. Fors > 2, we must equate the
coefficients of all powers ofε from 0 to [3s/2]− 2 in equation (3.18), and set to zero the
coefficients of 1,ε2, ε3 in equation (3.19); therefore, the total number of equations to be
satisfied is 1+ ([3s/2]− 2)+ 3= [3s/2]+ 2, which is just the number of coefficients(csj )
and(dsj ).

From a given system of coefficients satisfying theC(2)s conditions for somes, let us
define the following linear combinations of operators, vector fields and Hamiltonians:

Bεs :=
s∑

j=1

csjA
ε
j +

[s/2]−1∑
j=0

dsj (L
ε)j (3.20)

Zεs :=
s∑

j=1

csjX
ε
j (3.21)

hεs := cs,−1+
s∑

j=0

csjf
ε
j (3.22)

(intendingBε0 := 0, Zε0 := 0). Then, we have by construction

dLε

dθs
= [Bεs , L

ε ] (3.23)

where d/dθs is the derivative along the vector fieldZεs , and

Zεs = Qε dhεs . (3.24)

If s > 2, let us evaluate the recombined operator atu = (0, 0) and expand it in powers of
ε. Recalling that1kε = ekε∂ , and replacingε with ε∂ in equation (3.18), we recognize this
equation to be equivalent to

Bεs (0, 0) = 3[s/2]−1ε[3s/2]−2∂ [3s/2]−2+O(ε[3s/2]−1) = ε[3s/2]−2BBou
s (0, 0)+O(ε[3s/2]−1).

(3.25)

This clarifies the meaning of the firstC(2)s condition; the second one, corresponding to
equation (3.19), means that the recombined Hamiltonian behaves as follows atu = (1, 1):

hεs (1, 1) = O(ε4). (3.26)

The C(2)s conditions fors = 0 and 1 consist only of equations (3.16) and (3.17), whose
meaning is

hε0(1, 1) = ε2+O(ε3) = ε2hBou
0 (1, 1)+O(ε3) (3.27)

hε1(1, 1) = ε3+O(ε4) = ε3hBou
1 (1, 1)+O(ε4). (3.28)

Just as in theN = 1 theory considered in the previous section, the above statements on the
recombined operator and Hamiltonian at a particular point of the spaceU control the global
behaviour of the recombinations (3.20)–(3.22):

Proposition 3.3. Let s ∈ {0, 1, 2, . . .} be a fixed integer. TheC(2)s conditions imply thatat
each pointu ∈ U it is

Bεs (u) = ε[3s/2]−2BBou
s (u)+O(ε[3s/2]−1) (3.29)

Zεs (u) = ε[3s/2]−2ZBou
s (u)+O(ε[3s/2]−1) (3.30)

hεs (u) = ε[3s/2]+2hBou
s (u)+O(ε[3s/2]+3). (3.31)
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The next section will be fully devoted to the proof of this proposition. Independent of
the general argument proposed therein, statements (3.29)–(3.31) can be checked by direct
computation for the lowest values ofs, say up tos = 4. To perform the calculations, it is
necessary to know that

q1(z) = 1
3z

2+ 4
3 q2(z) = 1

3z
4+ 8

3z
2+ 68

9

q3(z) = 1
3z

6+ 4z4+ 58
3 z

2+ 140
3

q4(z) = 1
3z

8+ 16
3 z

6+ 328
9 z

4+ 1232
9 z2+ 8092

27 (3.32)

p0(ε) = ε2− 2ε3 p1(ε) = 2+ 2
3ε

2 p2(ε) = 17
3 + 10

3 ε
2+ 4

3ε
3

p3(ε) = 70
3 + 170

9 ε
2+ 40

3 ε
3 p4(ε) = 2023

18 + 1022
9 ε2+ 980

9 ε
3. (3.33)

The unique system of coefficients satisfying theC(2)s condition for s = 0 (i.e.
equation (3.16)) is

c0,−1 = 0 c00 = 1. (3.34)

For s = 1 we must satisfy equation (3.17), yielding the unique solution

c1,−1 = − 3
2 c10 = − 1

2 c11 = 3
4. (3.35)

Let us consider the recombined Hamiltonians

hε0 = f ε0 (3.36)

hε1 = − 3
2 − 1

2f
ε
0 + 3

4f
ε
1 . (3.37)

Expressing the summands as in table 2, performing the substitution (3.2) and expanding in
ε, we find

hε0(u) =
1

2

∫
dx log(1+ 2ε2u− 4ε3v) = ε2

∫
dx u+O(ε3) = ε2hBou

0 (u)+O(ε3) (3.38)

hε1(u) = −
3

2
− 1

4

∫
dx log(1+ 2ε2u− 4ε3v)+ 3

4

∫
dx

(
2+ 2

3
ε2u

)
= ε3

∫
dx v +O(ε4) = ε3hBou

1 (u)+O(ε4) (3.39)

in agreement with proposition 3.3. The other statements in this proposition are trivially
satisfied fors = 0 and 1 (note thatBBou

s (u) = 0 andZBou
s (u) = 0 in these cases).

For s > 2, theC(2)s conditions are represented by equations (3.18) and (3.19); we report
the solutions up tos = 4, which are unique. Fors = 2, the solution is

c2,−1 = 19
8 c20 = 1

4 c21 = − 9
4 c22 = 3

8 d20 = − 5
24. (3.40)

For s = 3 we find

c3,−1 = − 37
8 c30 = − 1

4 c31 = 57
8 c32 = − 21

8 c33 = 9
40

d30 = 1
120 (3.41)

and, finally, the solution fors = 4 is

c4,−1 = 147
32 c40 = 1

8 c41 = − 45
4 c42 = 57

8 c43 = − 27
20 c44 = 9

112

d40 = 67
48 d41 = − 18

35. (3.42)
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These coefficients can be employed to construct the recombinations (3.20)–(3.22); for
example, fors = 3 we have

Bε3 = 57
8 A

ε
1− 21

8 A
ε
2+ 9

40A
ε
3+ 1

120 (3.43)

Zε3 = 57
8 X

ε
1 − 21

8 X
ε
2 + 9

40X
ε
3 (3.44)

hε3 = − 37
8 − 1

4f
ε
0 + 57

8 f
ε
1 − 21

8 f
ε
2 + 9

40f
ε
3 . (3.45)

On application of the transformation (3.2), the lowest-order expansions inε are

Bε3(u) = ε2BBou
3 (u)+O(ε3) (3.46)

Zε3(u) = ε2ZBou
3 (u)+O(ε3) (3.47)

hε3(u) = ε6hBou
3 (u)+O(ε7) (3.48)

(the Boussinesq objects being as in table 3).
Similar statements hold fors = 4; for example, the recombined Hamiltonian

hε4 = 147
32 + 1

8f
ε
0 − 45

4 f
ε
1 + 57

8 f
ε
2 − 27

20f
ε
3 + 9

112f
ε
4 (3.49)

has the expansion

hε4(u) = ε8hBou
4 (u)+O(ε9). (3.50)

The justification of equations (3.46)–(3.48) and (3.50) by direct computation (rather than by
the theoretical arguments of section 4) is a task of a great computational complexity. Using
an automatic manipulator is essential for this test; this is in fact what we actually did†.

4. Proof of proposition 3.3

For s = 0 and 1, the verification of equations (3.29)–(3.31) rests on the direct computation
sketched in section 3. From now on, and up to the end of the present section,s is an
arbitrary integer greater than or equal to two. The proof will be divided into three steps; in
spite of technical differences, some basic ideas already employed in the previous paper [1]
can be recognized.

Step 1:ε-expansions of theK2 structures and their recombinations.It is evident that only
non-negative powers ofε will appear in the developments of the companion operators
Aεs , the powers ofLε and the recombinations (3.20). Letq > 0 be the exponent of the
lowest-order term in theε-expansion ofBεs ; then we can write

Bεs (u) =
+∞∑
m=q

εmBs,m(u) (4.1)

where Bs,m(u) is, for each m, a differential operator with coefficients depending
polynomially on the fieldsu = (u, v) and theirx-derivatives. The non-negative integer
q = q(s) will be determined in step 2; note that, by definition, the operatorBs,q(u) is
non-zero, at least at some pointu ∈ U . For theK2 Lax operator, we have the expansion

Lε(u) = 8

3
+
+∞∑
m=3

εmLm(u) (4.2)

† The explicit expressions of the objects to be recombined fors 6 3 are those written in table 2. For the sake of
brevity, the printout forf ε4 has not been reported in the table.
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where each termLm(u) is also a differential operator, depending polynomially onu and
its derivatives; in particular,

L3(u) = 4
3L

Bou(u) (4.3)

(recall equation (3.4)). Now let us consider the Hamiltonians:f ε0 (α) is (the integral over
x of) log(−3ρ) while f εj (α), for j > 1, is (the integral of) a polynomial expression inα,
ρ and their shifts.

Expressingα andρ via equation (3.2), we see that their shifts of any orderk are

α[kε] = 2+ 2
3ε

2u[kε] = 2+ 2
3ε

2u+ 2
3ε

3kux +O(ε4)

ρ[kε] = − 1
3 − 2

3ε
2u[kε] + 4

3ε
3v[kε] = − 1

3 − 2
3ε

2u− 2
3ε

3kux + 4
3ε

3v +O(ε4). (4.4)

This implies that the expansion up to order three of any of the Hamiltoniansf εj is of the
form

constant+ constantε2
∫

dx u+ constantε3
∫

dx v + constantε3
∫

dx ux +O(ε4).

The third integral vanishes due to the presence of a totalx-derivative. Similar conclusions
hold for the recombinationhεs , so there are three real constantsηs , κs andχs such that

hεs (u) = ηs + κsε2
∫

dx u+ χsε3
∫

dx v +O(ε4). (4.5)

Comparing this result with equation (3.26) (expressing the secondC(2)s condition) we easily
infer thatηs = κs = χs = 0, i.e.hεs (u) = O(ε4). More explicitly, we can write

hεs (u) =
+∞∑
m=4

εmhs,m(u) (4.6)

where each termhs,m(u) is (the integral overx of) a polynomial density in the fieldsu and
their x-derivatives.

We go on expanding and consider theK2 Poisson tensor. Recalling equation (3.7), we
can write

Qε
u =

+∞∑
m=−4

εmQm,u (4.7)

where each term is a matrix differential operator, the first one being the Boussinesq Poisson
tensor:

Q−4,u = QBou
u . (4.8)

Now, let us consider the recombined vector fieldZεs ; from the Hamiltonian formulation
(3.23), from the previous expansion ofQε and equation (4.6), we infer that

Zεs (u) =
∞∑
m=0

εmZs,m(u) (4.9)

whereZs,m(u) depends polynomially onu and its derivatives. All these expansions will
be used in the rest of the proof.
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Step 2. Refinement in the expansions ofBεs andZεs . From now on, we denote byLW the
Lie derivative along any vector fieldW ; with this notation, the Lax formulation 3.23 ofZεs
is written as

LZεs L
ε = [Bεs , L

ε ]. (4.10)

We insert in this equation the expansions (4.9), (4.2) and (4.1), and infer that

Zs,m(u) = 0 for m < q. (4.11)

This is obvious ifq = 0; if q > 0 (which is indeed the case, as we will see later), (4.11)
follows from comparison between the two sides of (4.10). In principle, the left-hand side
contains all powers ofε of exponent greater than or equal to three; on the other hand, the
right-hand side is clearly O(εq+3), so the coefficients ofε3, ε4, . . . , εq+2 in the left-hand
side must be zero, yielding the equations

LZs,0L3 = 0 (4.12)

LZs,0L4+ LZs,1L3 = 0 (4.13)

...
...

...

LZs,0Lq+2+ LZs,1Lq+1+ · · · + LZs,q−1L3 = 0. (4.14)

From the explicit expression ofL3 = 4
3L

Bou it is evident thatLWL3 = 0 for a vector field
W iff W is identically zero. So, equation (4.12) impliesZs,0 = 0; inserting this result in
(4.13) we obtainLZs,1L3 = 0, which implies in turnZs,1 = 0; iteration of this argument
yields (4.11).

Now, let us return to equation (4.10), and equate the coefficients ofεq+3 in the two
sides; the operatorL3 = 4

3L
Bou is still involved, and we obtain

LZs,qLBou = [Bs,q, L
Bou]. (4.15)

This means that, at each pointu ∈ U , the differential operatorBs,q(u) is compatible with
the Boussinesq Lax operator (i.e. that its commutator withLBou(u) is tangent to the Lax
submanifold in the space of differential operators). From here, and from a known result of
Drinfeld and Sokolov [2], it follows thatBs,q(u) is a linear combination of the form

Bs,q(u) =
∑
i

γs,i(L
Bou)

i/3
+ (u) (4.16)

where i is an integer index, running over a finite set of values; in principle, the real
coefficientsγs,i could be functionals of the variablesu, but the features of theBεs expansion
ensure that they are constant†; we observe that it cannot beγs,i = 0 for eachi, for this
would contradict the assumptionBs,q 6= 0. Let us apply equation (4.16) atu = (0, 0); in
this way we obtainBs,q(0, 0) =∑i γs,i∂

i , so that we can write

Bεs (0, 0) = εq
∑
i

γs,i∂
i +O(εq+1). (4.17)

Comparing this equation with (3.25) (expressing the firstC(2)s condition), we infer

q = [3s/2]− 2 (4.18)

γs,i =
{

3[s/2]−1 if i = [3s/2]− 2

0 otherwise.
(4.19)

† Otherwise, the coefficients of the differential operatorBs,q (u) would not be differential polynomials inu.
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From here and from equation (4.16) it follows that

Bs,q(u) = 3[ 1
2 s]−1(LBou)

1
3 [ 3

2 s]− 2
3+ (u) = BBou

s (u) (4.20)

at anyu ∈ U . Inserting this result into equation (4.15), we also obtain

Zs,q(u) = ZBou
s (u). (4.21)

Equations (4.18), (4.20) and (4.21) yield statements (3.29)–(3.30) in proposition 3.3. To
conclude the proof, we must derive (3.31), which will be attained in the following.

Step 3.ε-expansion ofhεs . Let us insert into equation (3.24) the expansions (4.7), (4.6) and
(4.9); recalling thatZs,m = 0 for 06 m 6 q −1, we infer that the coefficients ofεm on the
right-hand side must also be zero for 06 m 6 q − 1, yielding the equations

Q−4,uduhs,4 = 0 (4.22)

Q−4,uduhs,5+Q−3,uduhs,4 = 0 (4.23)
...

...
...

Q−4,uduhs,q+3+Q−3,uduhs,q+2+ · · · +Qq−5,uduhs,4 = 0. (4.24)

Equation (4.22) tells us thaths,4 is a Casimir of the Poisson tensorQBou = Q−4; on the
other hand, the only Casimirs of the Boussinesq theory which are (x-integrals of) differential
polynomial densities inu are (up to constants) linear combinations with constant coefficients
of hBou

0 andhBou
1 , so we can write

hs,4(u) = ηs + χs
∫

dx u+ κs
∫

dx v. (4.25)

We claim that the coefficientsηs , χs and κs are zero; indeed by examination of the
transformation (3.2) one infers that neither constants nor terms proportional to

∫
dx u or∫

dx v can appear in the expansion ofhεs†. In conclusion, we havehs,4 = 0; inserting this
result into equation (4.23) we obtainQ−4dhs,5 = QBoudhs,5 = 0, and this again implies
hs,5 = 0. Iterating this argument, we infer

hs,m = 0 for m 6 q + 3. (4.26)

Now, let us return to equation (3.24) and equate the coefficients ofεq in the expansions of
the two sides; sinceZs,q = ZBou

s andQ−4 = QBou, we obtain

ZBou
s (u) = QBou

u duhs,q+4 (4.27)

which implies

hs,q+4 = hBou
s (4.28)

up to the addition of a Casimir; the same argument employed above shows that this additive
term is necessarily zero. The last equation (with the result (4.18) forq) leads to (3.31) of
proposition 3.3, whose proof is now concluded. �

† A constant term could appear at most at order zero inε;
∫

dx u and
∫

dx v could appear at most at orders two
and three, respectively. On the other hand, we know thaths,0 = hs,2 = hs,3 = 0.
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5. A sketch of the continuous limit for theKN system

The Lax operator for theKN system with any numberN of fields α = (α1, . . . , αN)

is written in the introduction, see equation (1.3). The vector fields for this system have
the Lax formulations dLε/dts = [Aεs , L

ε ], where Aεs (α) := (1/(N + 1))(Lε)2s+ (α) for
s = 0, 1, 2, . . . . With our notation, theKN Poisson tensor at any pointα sends anN -tuple
δα = (δαk)k=1,...,N into

.
α = (α̇j )j=1,...,N , where

α̇j = 1

N + 1

N∑
j=1

Qε
jkδαk (5.1)

Qε
jk := αk+j [2kε]12kε − αk+j1−2jε +

( 2k−1∑
l=0

−
2k−2j∑
l=1−2j

)
αk[lε]αj1lε

+
( k−1∑

l=1

−
k−j−1∑
l=k−N

)
αk−lαj+l[2lε]12lε . (5.2)

In the above sums, it is intended thatαi := 0 if i < 1 or i > N and
∑b

l=a := 0 if a > b.
Each vector field of theKN hierarchy is Hamiltonian with respect toQε , the

Hamiltonians being the traces of even powers ofLε .
It was shown in [5] that, under an appropriate field rescaling, the leading term in the

ε expansion ofLε(α) is the sl(N + 1) KdV-type Lax operator. With our notation, the
rescaling is the mapu 7→ α = 2ε(u) given by

αk = (−1)k−1

(2k − 1)

(
N

k

)
+ (−1)k−1

2N + 2

k+1∑
m=2

(−2)m
(
N + 1−m
k + 1−m

)
εmum−1. (5.3)

For N = 1, α1 := α, u1 := u and forN = 2, α1 := α, α2 := ρ, u1 := v, u2 := u

this transformation gives, respectively, the mappings (2.1) and (3.2). ForN arbitrary, the
analysis of [5] shows that

Lε(α)|α=2ε(u) =
(

1+
N∑
l=1

(−1)l−1

2l − 1

(
N

l

))
+ 2N+1

2N + 2
εN+1L(u)+O(εN+2) (5.4)

whereL(u) is the Lax operator of thesl(N + 1) KdV theory (see (1.4)). Combining this
result with the method of sections 2 and 3, one could show that appropriate recombinations
of the companion operatorsAεs and of theKN vector fields give, in theε 7→ 0 limit, the
homologous objects of thesl(N + 1) KdV theory.

The Hamiltonian formalism of this theory (with a recombination scheme for the
Hamiltonians) could also be reconstructed, provided that one proves the following: if the
transformation (5.3) is applied to the Kupershmidt Poisson tensor (5.2), the leading term in
the ε expansion is the firstsl(N + 1) Poisson structure. In principle, the verification of this
statement could be performed directly, using the explicit expressions for theKN Poisson
tensor and the field rescaling. As a matter of fact, the computation is very difficult forN

arbitrary, so we have limited the verification to the caseN = 3.
Let us introduce the notationsα1 := α, α2 := ρ, α3 := σ . TheK3 Poisson tensor has

the matrix representation

Qε
α =

1

4

Qε
αα Qε

αρ Qε
ασ

Qε
ρα Qε

ρρ Qε
ρσ

Qε
σα Qε

σρ Qε
σσ

 (5.5)
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Qε
αα := ρ[2ε]12ε + αα[ε]1ε − αα[−ε]1−ε − ρ1−2ε

Qε
αρ := σ[4ε]14ε + αρ[3ε]13ε + αρ[2ε]12ε − αρ − αρ[−ε]1−ε − σ1−2ε

Qε
ασ := ασ[5ε]15ε + ασ[4ε]14ε − ασ − ασ[−ε]1−ε

Qε
ρα := σ[2ε]12ε + α[ε]ρ1ε + αρ − α[−2ε]ρ1−2ε − α[−3ε]ρ1−3ε − σ1−4ε

Qε
ρρ := ρ[3ε]ρ13ε + (ασ[2ε] + ρ[2ε]ρ)12ε + ρ[ε]ρ1ε − ρ[−ε]ρ1−ε

−(α[−2ε]σ + ρ[−2ε]ρ)1−2ε − ρ[−3ε]ρ1−3ε

Qε
ρσ := ρσ[5ε]15ε + ρσ[4ε]14ε + ρσ[3ε]13ε + ρσ[2ε]12ε − ρσ − ρσ[−ε]1−ε

−ρσ[−2ε]1−2ε − ρσ[−3ε]1−3ε

Qε
σα := α[ε]σ1ε + ασ − α[−4ε]σ1−4ε − α[−5ε]σ1−5ε

Qε
σρ := ρ[3ε]σ13ε + ρ[2ε]σ12ε + ρ[ε]σ1ε + ρσ − ρ[−2ε]σ1−2ε − ρ[−3ε]σ1−3ε

−ρ[−4ε]σ1−4ε − ρ[−5ε]σ1−5ε

Qε
σσ := σ[5ε]σ15ε + σσ[4ε]14ε + σσ[3ε]13ε + σ[2ε]σ12ε + σσ[ε]1ε − σ[−ε]σ1−ε

−σ[−2ε]σ1−2ε − σ[−3ε]σ1−3ε − σ[−4ε]σ1−4ε − σ[−5ε]σ1−5ε .

Settingu1 := u, u2 := v, u3 := w, the transformation (5.3) takes the form

α = 3+ 1
2ε

2u

ρ = −1− ε2u+ ε3v

σ = 1
5 + 1

2ε
2u− ε3v + 2ε4w. (5.6)

The pullback of the Poisson tensor (5.5) along this transformation is described again by
equation (3.5). Explicitly, at each pointu = (u, v,w) we have

Qε
u =

 2/ε2 0 0

2/ε3 1/ε3 0

1/2ε4 1/2ε4 1/2ε4




1
4Q

ε
αα

1
4Q

ε
αρ

1
4Q

ε
ασ

1
4Q

ε
ρα

1
4Q

ε
ρρ

1
4Q

ε
ρσ

1
4Q

ε
σα

1
4Q

ε
σρ

1
4Q

ε
σσ


×
 2/ε2 2/ε3 1/2ε4

0 1/ε3 1/2ε4

0 0 1/2ε4

 . (5.7)

Expanding inε, we have found

Qε
u =

1

5ε5

 0 0 4∂x
0 4∂x 2∂xx

4∂x −2∂xx 2∂xxx + 2u∂x + ux

+O

(
1

ε4

)
. (5.8)

So the continuous limit of theK3 Poisson structure has the expected behaviour: the
coefficient of(1/ε5) is recognized to be the first Poisson tensor of thesl(4) KdV theory.
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Soc. Math. France)

[6] Zeng Y B and Rauch-Woyciekowski S 1995 Continuous limit for the Kac-van Moerbeke hierarchy and for
their restricted flowsJ. Phys. A: Math. Gen.28 3825–40


